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Demo

3D Affordance Detection

m Complex manipulation tasks require fine-grained object
understanding
m 3D Affordance Detection Task
m Input: 3D representation of objects/environment
m (+ Textual Prompt)
m Output: Affordance labels for individual regions
m Affordance vocabulary types
m Closed = Predefined set of labels
m Open = Ranging from unseen labels to complex freeform

instructions
. Ar O ’ .,

display openable grasp sittable listen stab layable cut move

Figure: Example affordance labels!

!Nguyen et al., IROS 2023
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Overview

m Legacy approaches offer limited generalizability
m Affordance vocabulary
m Object types
m Recent approaches leverage pre-trained foundation models
m Task-oriented scene understanding
m Open-set textual task understanding
m Object part segmentation
m Grasp pose candidate generation
m Challenges

m Affordances depend on robot setup
m Incomplete information
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LGAfford-Net
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L GAfford-Net?

m Closed-vocabulary approach
m Trained on 3D AffordanceNet dataset

m Emphasis on local geometry

‘ Grasp ‘ Listen

LGAfford-Net: A Local Geometry Aware Affordace Detection
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2Tabib et al., CVPR 2024
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LGAfford-Net
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Semantic Geometric Correlator

Semantic Geometric Correlator (SGC)
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m P - Input Point Cloud
m ¢ - Local Geometric Features
m P, - Learned Local Geometric Features

m S - Semantic Local Geometric Features
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LGAfford-Net
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Local Geometric Descriptor

m Create triangles from each point p; € R” and two nearest
neighbors p;,, pj,

m Gather into higher-dimensional descriptor vector:

Pi
6‘_1> = Pj; — Pi
e_2> = Pj, — Pi

b1 = Ef

ERIE]

n= e_f X e_2>
ui = mean(p;)
oj = std(p;)
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LGAfford-Net
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Edge Convolution®

K-Nearest-Neighbor Edge Convolution

m S - Semantic Local Geometric Features
m Si = maxjeks[ho(xj — Xi, xi)]
3Wang et al., ACM TOG 2019
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LGAfford-Net CoP Conclusion
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Class-Specific Classifier
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Linear Classifier
m Train independent classifiers per affordance category

m Output for each point: Probability scores of all affordance
categories
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CoPa*

(@) Hammer the nail.

PU—
R

Initial Observation

Observation after Grasping

“Find scissors” “Press button”

Task-Aware
> Motion Planning
Module

Task-Oriented
Grasping
Module

———————————————————————————————— =
\ N “Pour water’ “Put eraser into drawer” “Insert flower into vase”
@“ | (el
@0 Post-Grasp Poses : (s 3
& {P1, Py, ..., Py} H A8
_— 1
Pose P, J

“Put glasses onto shel”  “Put spoon into cup” “Sweep nuts”

m Open-vocabulary approach
m Textual task specification

m Utilize foundation models for affordance detection

m QOutputs sequence of 6-DoF poses
*Huang et al., IROS 2024
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CoPa
0000

Grounding Module

/ Coarse-Grained @ ser N @ .

| ’ . ser
. Object Grounding Find grasping objects
| Hammer the nail. Find grasping parts.
Hammer the nail.

Current Image

% | Fine-Grained
Part Grounding

Grasping Parts

m Set-of-Mark (SoM)® prompting for VLM

m Segment image and assign numeric markers

m Coarse: Find graspable object in scene

m Fine: Find graspable part of object

5Yang et al., arXiv, 2023
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CoPa
0000

Task-Oriented Grasping Module

Grasp Pose P,

Find the grasping part.
Hammer the nail.

m Pose candidate generation using GraspNet®

m Select highest-confidence candidate within grasping part mask

®Fang et al., CVPR 2020
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Demo

Task-Aware Motion Planning Module

Current Observation

Task-Relevant

3D Components Spatial Constraints:

1. Vector 2 and Vector 3 are colinear.

2. Point 2 is 5 cm above Point 3.

3. Vector 2 points downward. @
4. Vector 1 is parallel to the table —
surface. Solver {Py, Py, ..., Py}

Post-Grasp Poses

3D Processing

o

Find task-relevant
geometry parts.
Hammer the nail.

Subsequent Actions:
1. Move vertically down 7 cm.

m Task-relevant part grounding
m Manipulation constraint generation

m Overlay simplified geometric indicators (vectors, surfaces)
m Describe spatial constraints and action sequence using VLM

m Target pose planning

m Nonlinear constraint solver
m Sequentially compute post-grasp poses
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Demo
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Conclusion
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Summary

m Emergence of foundation models has strongly impacted 3D
affordance detection

m CoPa can easily be integrated into higher-level planning
frameworks

m Perform complex multi-step tasks
m Explore unknown information
m Adapt to dynamic scene changes
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Conclusion
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Limitations & Future Work

m Current challenges and limitations
m Vector/surface constraint modeling is not sufficient for all
object types and manipulation tasks
m Spatial reasoning capabilities of VLMs are limited because of a
lack of representation in input data
m Future research directions

m Refine geometric constraint modeling
m Incorporate RGB-D data into VLM training
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