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ChatBridge: Zhao et al.
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s This s a video about a racing

Language Response

Instruction -’

> 1 Encoder/VideoEncoder: ViT-G

»  Sample four frames from each video, concatenate frame features as the video features.

» AudioEncoder: BEATSs - Chen et al. (2022)

»  Divide into 10-second clips, concatenate the clip features as the audio features.

» Large Language Model: Vicuna-13B

> Perceiver: transformer-decoders (only train the perceivers and their learnable query tokens).

Summary
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X-LLM Chen et al. (2023)

X2L interfaces
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(This is the Palace Museu, also known as,
he Forhidden City, which served as the
limperial palace during the Ming and Qing|
dynasties in China. Loeated in the center
of Beijing, it covers an area of about
720,000 square meters and is one of the
largest and best-preserved ancient palace

complexes in the world...)

— BT R ERORE.
(A group of lions sunbathing on the

ER AT ?
here is this?)
R~ T RBAmMMN A
Describe this video)
R & I
(Recognize text in this speech)

> Model Architecture
> X Encoders

HEH—T BB

(Recommend some tot
Bei

P The image and video encoders share a pre-trained ViT-G (T frames)

P The speech encoder consists of convolution layers and a conformer structure Gulati et al.

(2020)
P X2L interface

P The Image and Video Q-former: initialized from BLIP2's second stage of Q-Former
»  C-former: CIF module Dong and Xu (2020) and a 12-layer transformer structure

(frame-level to token-level)
> 1/V/A-Adapter: linear layers
» LLM: ChatGLM-6B

Summary
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MACAW-LLM Lyu et al. (2023)
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> Model Architecture
> Modality Encoder

> Visual Modality Encoder: CLIP (CLIP-VIT-B/16)
> Audio Modality Encoder: WHISPER (WHISPER-BASE)

> Large Language Model: LLaMA-7B
> Alignment Model

» hl = Linear(ConvlD(h)), ha = Attn(hl, E, E) (1)
> LLM: LLAMA-7B

Summary
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ImageBind Girdhar et al. (2023)

B D ») — Natunlly Aligned IMAGEBIND [T
hermal IMU

Images Videos Text Audio Depth Thermal IMU Emergent Alignment

Depth Sensor Data [&] (7] Web Videos

Egocentric Videos » =

> Motivation

P The absence of large quantities of multimodal data where all modalities are present together.
> Utilize binding property of images and show that just aligning each modality’s embedding to image
embeddings leads to an emergent alignment across all of the modalities.
» Emergent Zero-shot Alignment

> ImageBind aligns (I,M) by using contrastive learning, aligning every other modality to image I.
» By training (1,M1) and (I,M2), (M1,M2) will be aligned together.
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Video-LLaMA Zhang et al. (2023)
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4 Lincar & Linear

*Vision-Language Branch Audio-Langunge Branch

Video Q-Former Audio Q-Former
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A Visual Encoder 63
(VIT & Q-Former) Audio Encoder

Video frames. Audio signals

P Model Architecture
»  Vision-Language Branch
> Frozen image-encoder (ViT-G/14) embeds each video frame (N frame)
> Audio-Language Branch

P Scarcity of audio-text data; train the audio-language branch using visual-text data.
»  Pre-trained 'audio’ encoder (ImageBind - Image Branch), bridge the ImageBind with the
LLM.
P> Q-former (same architecture as Q-Former in BLIP-2)
P Linear layer to adapt the representations to the input of LLMs.
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PandaGPT Su et al. (2023)
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ImageBind
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> Motivation
> leverages the power of multimodal encoders from ImageBind to bind all the modalities to image
P then align the ImageBind to the LLM by image-text instruction dataset

> Model Architecture

P Imagebind encoders for all modalities
» LLM: Vicuna-7b/13b

> alinear projection layer f to connect the representation produced by ImageBind to Vicuna
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)
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NExT-GPT Wu et al. (2023)
Text

. Image Input Image Output
Tmage @ Projection & /7 Projection & 4

Audio Input Audio Output
Audic Projection i Projection iy
b | [ Video Input | "} Video Output
e .
More modalities -
Multimodal Input LLM-centric ~ LLM-based Semantic Instruction-following ~ Multimodal Output
Encoding Alignment Understanding Alignment Generation

> Motivation

»  Multimodal Large Language Models (MM-LLMs) have made exciting strides, they mostly fall prey
to the limitation of only input-side multimodal understanding, without the ability to produce
content in multiple modalities.

> Model Architecture

P Multimodal Encoding Stage: ImageBind + Linear projection layer

»  LLM: Vicuna-7b

»  Multimodal Decoding Stage: Transformer-based projection layer + Diffusion Models (stable
diffusion, zeroscope, AudioLDM)

»  To solve the OOD problem, during multimodal alignment training, they use image, video,
audio-text pairs.
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Multi-Modal LLM Training

> One stage training (Instruction-Tuning)

> Macaw-LLM: image, audio, video - language instruction-response data
» PandaGPT: image-language instruction-response data
> Two stages training (Multimodal-Alignment + Instruction-Tuning)
> ChatBridge
1. image, audio, video - language paired data;
2. multimodal - language instruction-response data
> X-LLM
1. image, speech, video - language paired data
2. multimodal - language instruction-response data;
»> Video-LLaMA
1. image, video - language paired data
2. image, video - language instruction-response data;
»> NExT-GPT (Understanding Branch)
1. image, audio, video - language paired data
2. multimodal - language instruction-response data
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Categorization

» Benchmark adaptation
» PandaGPT: 160k image-language instruction-following data
(MiniGPT-4, LLaVA)
» Video-LLaMA: 1. Webvid-2M + CC595K; 2. MiniGPT-4 +
LLaVa + Video-Chat

» Expert Tools

» ChatGPT-aided
> X-LLM
» Macaw-LLM
» ChatGPT + Other Specific Tools

» ChatBridge
> NExT-GPT
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Macaw-LLM Data Construction

Human Check
Q: What is the person wearing on QA Dialogues
their head?”

A: The person is wearing a purple
hat.

Transcription
Text Input
Only
2 Input: A woman in a purple hat
> walking along a dirt field.
Caption
Multi-Modal
%, Dialogue Dataset
o5, o
Yo,50, Q: What's the weather like 28
%, =
20 Q: What's the woman's mood
like? Human Answer
eee Questions

»  Utilize GPT-3.5-TURBO, generate 10 instruction-response pairs within a single query
P Text Instruction Dataset: Alpaca instruction dataset (52,000 instruction-response examples)
P Image Instruction Dataset: curate around 69K instruction-response pairs by generating them from
COCO image captions
»  Video+Audio Instruction Dataset: generate approximately 50K video instruction-response
examples by utilizing the video captions from the Charades and AVSD
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ChatBridge Data Construction

Captioning
[ coco ] [ Flickr ] [ MSRVTT ] [ VATEX ] [Audiucaps] Lcmmusz LVALORJ
Task-

Specific

Data QA Dialogue
MSRVTT MVSD Music
L =) =)= (2 32 ) =)
Conversation Reasoning (7777 Held-out Data
LLavA Vid Audi Audio-Vidk LLavA
o) () (i) (B || (] | C e
Chat () video Modality
Data Detail Description
LLavA Video Audio-Video Video :] Audio Modalty
Description Description Description Reasoning :] Video-Audio Modality

P Multi-Modal Alignment Dataset

> image-text: MS-COCO, SBU Captions, Conceptual Captions, LAION-115M
> video-text: Webvid10M
> audio-text: WavCaps

Uni-Modal Instruction Dataset
Task-Specific Data: VQA2, VG-QA, COCO Caption; MSRVTTQA, MSRVTT Caption; AudioCaps
For each task, ChatGPT derive 10-15 unique instruction templates

vvyyvyy

Specify desired response style (short, brief, single sentence)
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Categorization

> Some of the Multi-Modal LLMs don’t have a comprehensive evaluation, only
case studies are provided.
> Case Study
> Video-LLaMA

> Macaw-GPT
> PandaGPT

» Close-End Evaluation
» ChatBridge: unimodal 4+ multimodal zero-shot task-specific
evaluation )
» X-LLM: ASR ablation study (non zero-shot task-specific evaluation)
> NExT-GPT: unimodal non zero-shot task-specific evaluation
» Open-End Evaluation
» ChatBridge: umimodal 4+ multimodal GPT scoring
» X-LLM: image-text GPT scoring (same as LLaVA)
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Evaluation Results of ChatBridge

Table 1: Zero-shot evaluation of SOTA methods on unimodal input tasks. We report the accuracy for
QA tasks and the CIDETr [ "] score for captioning tasks.

Image-Text Tasks Video-Text Tasks | Audio-Text Tasks

Methods OKVQA  GQA  Flickr30k NoCaps | MSVD  VATEX Clothov2

QA QA Caption  Caption QA Caption Caption
Finetuned SoTA 66.1[ 1 651[ 1 674[ 1 121.6[ 1[60.0[ 1 958[ 1| 488[ ]
Flamingo-9B [ /] 447 - 615 - 302 395 -
Flamingo-80B ['] 50.6 - 672 - 356 467 -
BLIP-2 (FlanT5-XXL) [ 1 /] - 424 737 98.4 344 - -
BLIP-2 (Vicuna-13B) [ 1 /] - 323 716 103.9 203 - -
ChatBridge wio MULTIS 414 374 717 1075 235 417 24
ChatBridge 452 418 825 1157 453 489 262

Table 2: Zero-shot evaluation of the effect of multimodal inputs on multimodal input tasks.
AVSD Dialogue 'VALOR Captioning | MUSIC-AVQA

Input Modality

BLEU-4  CIDEr | BLEU-4 CIDEr Acc.
Finetuned SoTA | 40.0[ ] 1085[ 1| 96[ 1 615[ ] 789[ 1
Video 283 73.1 28 233 331
Audio 202 46.2 0.3 o] 289
Video+Audio 298 754 42 247 43.0

> Uni-Modal Results
P On image-text, video-text datasets, it achieves comparable performance
> Multi-Modal Results
> Ablation study for using Multi-Modal dataset, better performance across all three tasks

» Incorporating both video and audio for solving these tasks.
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Evaluation Results of X-LLM and NExT-GPT
Method B@4 METEOR CIDEr Method SPIDEr CIDEr Method B@4 METEOR
Oscar [46] 36.58 304 124.12  AudioCaps [38] 0.369 0.593 ORG-TRL [105] 43.6 28.8
BLIP-2 [43] 43.7 — 145.8 BART [26] 0.465 0.753 GIT [85] 54.8 33.1
OFA [86] 449 325 1549 AL-MixGen [39] 0.466 0.755 mPLUG-2 [91] 57.8 349
CoDi [78] 40.2 31.0 149.9 CoDi [78] 0.480 0.789 CoDi [78] 52.1 32.5
"NEXI-GPT 443 ~ 329 1567 NEXIGPT  0.521 0802 NEXI-.GPT 584 385

Table 6: Image-to-text genera- Table 7: Audio-to-text genera- Table 8: Video-to-text genera-
tion (image captioning) results on tion (audio captioning) results tion (video captioning) results

COCO-caption data [50].

> Results of X-LLM

on AudioCaps [38].

on MSR-VTT [92].

Summary
000

P Uni-modal evaluation on image-text: comparable results with LLaVA, use of the BLIP2 pretrained
Q-Former parameters significantly improves the model's performance.

P Results of NExT-GPT

P Can mostly achieve much better performance on the X-to-text generation than the CoDi baseline,

owing to the direct generation of texts from LLM, which is inherently expertized by the ELM.
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Why is it so small

» the main topic today is LMM sorry for the mis-propaganda

» this area is of high potential yet remains lacking of
explorations
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VIMA

Visual Goal: Rearrangement

e E

One-shot Demanstration
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Novel Concept Grounding - ‘ B
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Visual Constraint = ey , ‘
0L G g e o
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» Multimodal prompting formulation that converts diverse robot
manipulation tasks into a uniform sequence modeling problem.

» T-5 for words, Masked RCNN for visual

>
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VPT

Collect Internet data Train the Inverse Dynamics Model (IDM) Train the VPT Foundation Model
@) searchtheweb ©) contractors produce data &% Labelvideos with DM
70K hours of 2K hours of video 70K hours of video
unlabeled video labeled with mouse labeled with mouse
and keyboard actions and keyboard actions
Train a model to predict actions Train a model to predict actions
given past and future frames given only past frames
Neuralnet Neural net
26 BE6 20 DEY

( L J

» Use vast data collected from Internet as the demonstration for
the construction of the IDM

» Utilizes the principle of weak supervision to train the ultimate
model

>
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VILA

» Utilized the COT and GPT4V, add te closed-loop structure

> Mostly focuses on the reasoning performance in complicated
scenario and tasks

» However most of the improvement are based on GPT-4V

Robotic Stuff
0000

@ Please pass me the blue empty plate.

1. Pick up apple. 3. Pick up banana 5. Pick up blue plate.
2 a table 6

(@) Woare having an art class, piease prepare an area forthe chidren.

3.Plck up knife

Fig. 3: Tlustration of the execution of VILA (left) and the decision-making process of SayCan (right). In the Bring
Empty Plate task, the robot must first relocate the apple and banana from the blue plate. However, SayCan’s initial step is
to directly pick up the blue plate. In the Prepare Art Class task, while the scissor is supposed to remain on the table,
SayCan erroneously picks up the scissor and places it in a box.

Summary
000
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Pre-experiments based on GPT-4V

ChatgPTa

Can separate into several frames and explain accordingly

Can detect the main object

Can provide a vague description of the posture

Have hallucinations, like saying there are two person when the fact being One

Have off course results, like providing the method rather than the results

vVvyVvyYvYyyvyy

but all of the cons can be solved by training our own model
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Main Trend

» The entire Robotic-LLM work tends to combine with LMM

» LMM performs well in the planning task, yet others still
remains to explore

» GPT-4V show a potential in recognizing the robot scenarios

P> Weak supervision is widely accepted in LMM data
constructions
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Ongoing Proj. 1.

» Using simulated sceneries to train the models capabilities of
providing valuable feedback

> Motivated by the self-supervised type of work in robotics and
LMM'’s capabilities

» Serve as a further exploration based on the idea of EUREKA
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Possible Proj. 2.

» Based on real robotics

» Whether the LMM can decide the actual performance in real
scenario fits the Human's Desire.
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