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An Example Memory Hierarchy
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Caches

Cache:Cache: A smaller, faster storage device that acts as a  A smaller, faster storage device that acts as a 
staging area for a subset of the data in a larger, staging area for a subset of the data in a larger, 
slower device.slower device.

Fundamental idea of a memory hierarchy:Fundamental idea of a memory hierarchy:

�

For each k, the faster, smaller device at level k serves as a 
cache for the larger, slower device at level k+1.

Why do memory hierarchies work?Why do memory hierarchies work?

�

Programs tend to access the data at level k more often than 
they access the data at level k+1. 

�

Thus, the storage at level k+1 can be slower, and thus larger 
and cheaper per bit.

�

Net effect:  A large pool of memory that costs as much as the 
cheap storage near the bottom, but that serves data to 
programs at the rate of the fast storage near the top.
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Caching in a Memory Hierarchy
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General Caching  Concepts
Program needs object d, which is stored Program needs object d, which is stored 

in some block b.in some block b.

Cache hitCache hit

�

Program finds  b  in the cache at level k.  
E.g.,  block 14.

Cache missCache miss

�

b is not at level k, so level k cache  must 
fetch it from level k+1.             E.g.,  
block 12.

�

If level k cache is full, then some current 
block must be replaced (evicted). 
Which one is the “ victim” ? 

�

Placement policy: where can the new 
block go? E.g., b mod 4

�
Replacement policy: which block should 

be evicted? E.g., LRU
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General Caching Concepts

Types of cache misses:Types of cache misses:

�

Cold (compulsary) miss

�

Cold misses occur because the cache is empty.

�

Conflict miss

�

Most caches limit blocks at level k+1 to a small subset 
(sometimes a singleton) of the block positions at level k.

�

E.g. Block i at level k+1 must be placed in block (i mod 4) at level 
k+1.

�

Conflict misses occur when the level k cache is large enough, but 
multiple data objects all map to the same level k block.

�

E.g. Referencing blocks 0, 8, 0, 8, 0, 8, ... would miss every time.

�

Capacity miss

�

Occurs when the set of active cache blocks (working set) is larger 
than the cache.
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Examples of Caching in the Hierarchy
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