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Human-robot interaction 
mechanism 

Cognitive HRI: 

Physical HRI: 

Human feedback 

Human continuous action 

Scalar number: 
(good, bad ...) 

Probability 
(A is better than B) 

gesture, Speech, Keyboard, ..... 

Human 

Cognitive HRI: Bi-directional multi-model communication and understanding 

physical HRI: Exchange of the contact force, coordinated operation 

How to consider human control in robot learning (RL) algorithm? 

1. Backgorund: HRI, IRL 
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1. Backgorund: HRI, IRL 

Interactive reinforcement learning (IRL) 

Four techniques:[Peter Stone, 2012] 

1. Reward shaping: 
 

2. Q-value augmentation: 
 

3. Action biasing: 
 

4. Control sharing: 
 

' (s,a) R(s,a) H(s,a)R   

' (s,a) (s,a) H(s,a)Q Q   

' (s,a) (s,a) H(s,a)Q Q   

(a argmax[ (s,a)]) min( ,1)P H 


 

,Only during action selection 

                                                                    , Otherwise use the RL 

agent’s action selection mechanism 

(s,a)HWhere,                 is the shaping function. 

The human provides a feedback or advice 
to guide the exploration of the robot. 

• … more sample-efficiency. 
• … a coupling of the human and robot 
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2. Hierarchical Robot Learning  

Hierarchical Robot Learning for Physical Collaboration between 
Humans and Robots 

• Hierarchical robot learning  framework 

• Goal: the robot learns to cooperate with the human for HRC task 

• Two requirements for the desired robot behavior: 
1. The human-robot joint action is able to accomplish the task toward the common goal. 
2. The robot should adapt to the human operation capability. 

High-level Motion path of object 

Low-level The coordinate behavior 

…. Inspired from Hierarchical reinforcement 
learning (HRI). [Ghavamzadeh, 2017] 



A. High-level Motion Learning with Policy Search 

1. Motion policy is represented by Dynamic Motor Primitive (DMP) 
2. Optimize policy parameter by using policy search algorithm 

PoWER, Expectation-Maximization (EM)-based 
policy search algorithm, preseted by [Jan peter, 
2009]  

2. Hierarchical Robot Learning  



B. Low-level Interactive Learning for Active Contributions 

1. Policy Evaluation with Function Approximation 
2. Human action prediction 
3. Prediction-based Action Selection 

GP: 

Update: 

A constraint optimization problem 

2. Hierarchical Robot Learning  

Extended Kalman Filter 



• Contributions: 
1. Motion path is learned as the common goal 
2. Don’t assume the human as expert 
3. Learn to coordinate with the human (human 

move with a low speed ) 
4. State prediction improve the sample-

efficiency of RL. 

• Shortages: 
1. The performance of POWER largely depends 

on the value of learning parameter (…be 
careful!) 

2. the human is required to move slowly. 
3. The computal complexty cause the delay of 

control. 
4. Still need human demonstration to obtain a 

prior policy  
 

2. Hierarchical Robot Learning  
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3. Learning from human physical control 

Interactive reinforcement learning with human physical control 

• Goal: learning skills autonomously from the physical interaction with human 

• Two requirements for physical HRI: 
1. Sample-efficient learning. 
2. A ability to adapt to human behavior and learn from human physical control. 

• Basic idea: 
1. Using a virtual impedance model to describe the interactive behavior 

between the human and the robot 
2. Using Model Prediction Control (MPC) to assist the RL algorithm 
3. Utilize human physical action  in the RL algorithm 

Human cognitive action The sequential decision-making problem with 
limited actions, like the game of GO 

Feeback 

Human physical action The continuous decision-making problem, like 
robot motor control 

force 



A. Virtual Impedance Mode 

the transition of states is built by using the virtual Cartesian impedance model: 

The states pace form of a discrete time system: 

B. Model prediction control 

use iteration LQR to implement MPC:  

Iteration LQR recursively computes the first order Tyler expansion of the dynamic 
model and the second order Tyler expansion of the action-value function 

Near-optimal  
policy 

3. Learning from human physical control 



B. Interactive learning with human physical action 

1. Policy evaluation with function approximation 

2. Reward shaping with human physical action 

3. Prediction-based action selection 

Task-relevant reward: 

Human-relevant reward: 

𝑟 𝑠, 𝑎 = 𝑟𝑡 𝑠, 𝑎 −  𝛽 𝑟ℎ(𝑠, 𝑎) 

Combining the model-based planning and human teaching to Guide the exploration of the RL 

3. Learning from human physical control 



C. Experiments 

Guide policy search method [Sergey Levine, 2013] 

3. Learning from human physical control 
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4. Human-in-the-loop robot learning 

Human-in-the-loop robot learning with Multi-modal interaction 

• Goal: learning skills from Multi-modal interaction in Multi-task problem 

• Problem Setting: 
1. A complex task with a set of sub-task. 
2. Robot learn to obtain a sub-task sequence to decompose the complex task. 
3. Robot learn the underlying policy to instance each select sub-task. 
4. Human may assist robot learning through human speech or human physical control. 

High-level  to find a optimal option sequence 

The complex task is decomposed under the option framework [Sutton, 1999] 

Low-level  optimize the underlying control 
 policy of the select option 

option 

𝜋𝑜1, 𝜋𝑜2, … , 𝜋𝑜𝑛 



4. Human-in-the-loop robot learning 

A. High-level Option learning with MTCS 

a. Without human advice b. With human advice 

B. Low-level control policy learning 

• Is same to the above method introduced in section 3. 

Possible nodes:  

1. Pick a object 𝑖  
2. Place a object 𝑖 
3. Clear table 
4. Go home 

.. Is a sequential MDP with limited actions 

using the Upper Confidence Bound (UCB) 
policy 
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5. Conclusion 

1. to improve the sample-efficient of RL algorithm. 

• Model-based planning method. 

GPS [peter abbeel, 2015] Alphago 

• Experience replay 

reusing its past experiences from a experience memory to 
 speed up the convergence. 

Deep Q network (DQN) • Human teaching 

Human provides feedback or advice to guide the exploration of the learning agent 

• Imitation learning / transfer learning  

1. Represent and generalize the knowledge from human demonstration or other learning 
method 

2. Then directly give the samples or a prior policy to agent  

 Continuous setting  Dynamic programming, like iteration LQR 
 Discrete setting  Monte Carlo Tree Search (MTCS) 



5. Conclusion 

2. to utilize human cognitive or physical action in RL algorithm. 

• By using a shaping function. 

Human’s control objective  a shaping function 
'(s,a) (s,a) H(s,a)Q Q   

• But how to learn from the continuous human control is still unknown? 

1. By taking it as a noisy 

2. Inverse reinforcement learning 

Record human optimal operation to estimate 
the value function for RL 

3. By predicting the human state.    

Human future state  human-specific goal 

[Ghadirzadeh, 2016] 

[Thobbi, 2016] 



5. Future work 

• Prediction of human  

𝑛𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒 = 𝑓(𝑐𝑢𝑟𝑟𝑆𝑡𝑎𝑡𝑒, ℎ𝑢𝑚𝑎𝑛𝐴𝑐𝑡𝑖𝑜𝑛) 

• Deep reinforcement learning (DRL) 

Deep  a better approximation ability,  like can process complex sensory input 
RL  a trail-and-error process, can choose optimal action 

• Human-in-the-loop robot learning 

1. How to achieve the co-adapt and co-learning between humans and robots 
2. A risk-aware RL to keep the environment and human safety 
3. Sample-efficient Learning from human physical control in continuous setting 

Predict & recognize: Human dynamic , human intension , human pose, human action, 
human preference …. 




