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Daejeon, Korea

I 5th largest city in South Korea
I 1.5 M people
I modern town, no historical sights
I industry and government
I home of KAIST
I friedly people, safe; also some smog
I IROS-16 at DCC conference center
I part of EXPO 1993 site

8300 km, Hamburg - Helsinki 2 hrs, Helsinki - Incheon 10 hrs, Incheon - Daejeon 3 hrs, add transfers for 22 hrs
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Selecting a hotel at last-minute. . .
. . . can go wrong
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Daejeon Conference Center and Expo-93 relics
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Golf. . .
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Golf. . . is a big national sport
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Wildlife
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IROS 2016

I 10-14 Oct 2016, Daejeon Conference Center
I organizers:

I Il Hong Suh, Hanyang Univ., General Chair
I Dong-Soo Kwon, KAIST, Program Chair
I Wolfram Burgard, Editor-in-Chief

I 1719 submissions, 57 countries, 832 accepted (48%)
I oral, interactive, demonstration, video, highlight presentations
I 36 workshops and tutorials
I 3 life time talks: F. Harashima, G. Hirzinger, W. J. Book
I 4 plenary talks, 9 keynotes
I 3 forums: AI/deep learning, autonomous systems, medical
I 3 challenges: drone racing, humanoid application, manipulation
I 40 exhibitors

I ROSCON-16 (8-9 Oct, Seoul), ROBOWORLD-16 (12-15 Oct, Seoul)

http://iros2016.org/
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Rethink Robotics: Sawyer

new low-cost robot arm with joint torque sensing and ROS torque control
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Robotis: arm and cube demo

robot picks cube, places in the center, then brushes it away again
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Clearpath Robotics: mobile platforms

Ridgeback+Baxter and Otto mobile platforms
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Long Endurance UAV

North-South Korean border control: 3 kg payload, 24 hrs flight time, tethered via car battery
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OptiTrack: demo

note: data looked smooth, stable and precise

N. Hendrich – IROS 2016 Summary – TAMS Oberseminar, 25.10.2016 15 / 43



OptiTrack: data

note: upper body has two markers in front, two in rear
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Optoforce

I half-sphere rubber 3-DOF force sensor
I camera measures surface deflection
I two sizes, 20 mm or 10 mm diameter
I nominally 16-bit and 12-bit resolution
I live demo of the 20 mm sensor, worked well
I we should get one or two of these. . .

I new 6-axis F/T sensor, 200 N
I industrial casing, size similar to Sunrise/ATi
I built-in electronics (CAN bus, external

EtherCAT adapter)

I hand-contour following demo
I UR5 and 6-axis F/T

optoforce.com
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i2A Systems optical sensors

I i2asys.com, spin-off from KAIST
I 1-DOF, 2-DOF, 3-DOF force sensors

I optical proximity sensing principle
I “convenient use without amplifier”
I 30 kg .. 200 kg max load
I industrial grade housings
I torque sensor for harmonic drive

(not shown at IROS exhibition)

I Batuino board: Arduino compatible
I ATmega 328P (16 MHz, 32 kB Flash,

2 kB RAM, 1 kB EEPROM)
I versatile power supply: BAT1 0.9-5.5 V
I LiPo compatible with on-board

charger: BAT2 3.7 V
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Workshop on Personal Robot Interaction

http://rccnc.ustc.edu.cn/iros2016/IROS2016-Workshop-Personal-Robot-Interaction.html
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Workshop on Personal Robot Interaction

I organizers
I Yimin Zhang, Intel Labs China, yimin.zhang@intel.com
I Jiqiang Song, Intel Labs China, jiqiang.song@intel.com
I Prof. Xiaoping Chen, University of Science and Technology of

China (USTC), xpchen@ustc.edu.cn
I cosponsored by RAS TC on Human-Robot Interaction

I 8 invited talks
I 15 posters
I about 50 participants

I Intel exhibits:
I Realsense SDK demos
I telepresence robot: mobile base, tablet, realsense, 1.60 m
I turtlebot style low-cost robots
I JEDI1: omni-wheel two-arm mobile robot

http://rccnc.ustc.edu.cn/iros2016/IROS2016-Workshop-Personal-Robot-Interaction.html
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Dexterous manipulation and robot service
Norman Hendrich, Univ. Hamburg

I case study: object handover
I preferred handover force thresholds
I stiff and compliant robot, horizontal and vertical gripper
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Personalized AI with first person vision
Prof. Jianbo Shi, UPenn

head camera evolution: third person . second person . full immersive experience
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Head camera: supermarket attention analysis

GoPro camera plus head tracking, no eye tracking
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Head camera: party scene analysis

reliable attention localization from fusion of multiple persons’ cameras
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EgoNet: Deep learning for motion prediction
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EgoNet: motion prediction
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A personal robot for me? Socially intelligent
interaction is the key
Dr. Amit Kumar Paney, Softbank Robotics
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Human-Robot Interaction on Service Robot
Dr. Jiqiang Song, Dr. Yimin Zhang, Intel Labs China
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Mass market service robots
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Low-cost service robot use cases
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Low-cost robot arms
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Cognitive X-ability for Social HRI
Prof. Il Hong Suh, Hanyang Univ
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Enabling HRI - Real World Approach
Dr. Takayuki Kanda, ATR
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Designing motion with an expectation of change
Continuous motion adaptation for dynamic interaction in human environments
Dr. Nathan Ratliff, Lula Robotics
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Continous Motion Adaptation

lularobotics.com
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Intel JEDI1 robot
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Intel JEDI1 robot

AUBO harmonic-drive actuators, ca. 1500 USD apiece, spindle driven torso lift, ca. 1.40..1.80 m, 3x NUCs on board
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Posters. . .

Optimal Interaction Forces for
Natural Robot-Human Object Handover

Norman Hendrich, Johannes Liebrecht, Hannes Bistry, Jianwei Zhang
Informatics Department, University of Hamburg, Germany
{hendrich,8liebrec,bistry,zhang}@informatik.uni-hamburg.de

Figure 1: The two robot systems used for the expriments. (left)
The Domestic Robot combines the Metralabs Scitos G5 plat-
form and the Kinova Jaco arm. Users control the robot using
speech and a tablet computer. (right) Robot workcell with the
KuKA LBR 4+ arm and the Weiss-Schunk WSG-50 tactile grip-
per. Force-sensing from the arm and gripper is used to detect
when to release the object.
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Figure 2: User scores of handover force-threshold (”‘grip
force”’) versus object weight in four different robot control
modes. From top-left to bottom right: (a) stiff robot, horizontal
gripper orientation, (b) compliant robot, horizontal gripper, (c)
stiff robot, vertical gripper, (d) compliant robot, vertical gripper.
While higher force thresholds ensure a more reliable operation,
users clearly prefer low interaction forces.

Figure 3: In-motion object handover (LBR4+): (above)
Measured tool forces, (middle) robot joint positions,
(lower) joint velocities. The annotation indicates the
Handover phases: (a): robot idle, (b): arm motion to-
wards the user, (c): user touches and grasps the ob-
ject, (d): gripper opens (and forces decrease), (e): arm
stops, (f): robot stopped.

Abstract

Safe and efficient object handover between robot and hu-
man is a critical skill for personal robot interaction [1, 2, 3].
While humans also use a complex mix of speech, gaze, and
gestures to indicate the phases of the handover, the actual
object transfer relies heavily on tactile and force sensing.
In this paper we describe a multi-modal handover controller
that uses force-measurements from the robot arm and hand
to trigger the grasp release (robot to human handover) or
grasp capture (human to robot handover). The algorithm
was implemented both on a stationary workcell with the
KuKA LBR4+ robot arm and a mobile service robot with
the Kinova Jaco robot arm.
Our case study indicates that interaction force thresholds
must be matched to the object weight to achieve interac-
tion that feels natural to the users. In fact, users prefer very
low interaction forces which in turn require rather sensitive
and well-calibrated robot sensors, especially when perform-
ing object handover while the robot moves. Surprinsingly,
gripper orientation and robot stiffness had little effect on the
acceptability scores in our study.

1. Experiment Setup

Our experimental setup consists of two different robots,
namely a stationary robot workcell and a mobile service
robot, see figure 1:
• The Domestic Robot is a mobile indoor service robot de-

sigend for elderly care. The robot integrates the Sci-
tos G5 [4] differential drive platform with the Kinova Jaco
robot arm and three finger hand [5]. The robot has been
tested in two large scale user-studies with 56 and 50 el-
derly users in Italy and Sweden during 2013 and 2015 as
part of European research project Robot-Era [6].
• A standard workcell that combines the KuKA LBR 4+

light-weight robot and the Weiss-Schunk WSG-50 two-
finger gripper with integrated tactile matrix sensors.

Figure 4: Elderly Users with the Domestic Robot and Con-
dominium Robot during the first experimental phase of
project Robot-Era [6].

2. Multi-modal Handover Controller

Figure 5: (below) Flowchart of the handover controller
(left): stationary robot arm, (right) in-motion handover.

For the experiments reported here, text-to-speech was
used to indicate that the robot was ready, and force/tactile
sensing from the robot arm and gripper was used to detect
that the user had grasped the object, see figure 5.

3. Stationary Object Handover

In the controller described above, the external force applied
to the robot by the user is measured, and the object is
released (gripper opens) when the force exceeds a given
threshold. This force threshold must be selected carefully,
as a low force threshold can be triggered accidentally, in-
creasing the risk that the object is dropped. On the other
hand, large force thresholds imply that the user has to wres-
tle the object away from the robot.
We designed a simple user study for stationary hand-
over tasks (robot arm stopped) with objects of different
weight and gripper orientation. For the KuKA LBR4+, we
also tested different robot control modes, namely position
control (stiff robot) and joint impedence control (compliant
robot). In the latter case, the robot arm gives way a bit
when the user touches the robot. For an object of given
weight, different force thresholds were tested in a random
sequence, and the user acceptability scores were recorded.
See figure 2 above for a summary of the results, where
higher scores correspond to natural fluent interaction, and
low scores indicate settings that users dislike. It is obvious
that users will accept higher force thresholds for heavier ob-
jects, but in general low interaction forces are preferred.

4. In-motion Handover

In our initial experiments, users would have to wait until
the robot reached its end postion until handover was acti-
vated. This was critized by our users. Correspondingly, we
changed the handover controller to also trigger handover
while the robot is still moving. See figure 3 for example sen-
sor values and the corresponding robot control strategy. Of
course, the force/torque measurements from the robot arm
are quite noisy while the robot moves, requiring us to set a
larger than desired force threshold for reliable operation.
Only by combining force data from the robot arm with tactile
data from the robot gripper (which is less sensitive to arm
motions) was it possible to achieve in-motion handover that
felt natural to our users.

5. Summary and Future Work

We propose a multi-modal controller for robot to human
object handover that combines force and torque measure-
ments with speech output and computer vision to trigger the
different phases of the handover task.
In the study reported here, interaction force thresholds were
tested against object weight, gripper orientation, and robot
stiffness. Our results indicate clearly that users prefer very
low interaction forces, but will accept higher forces that cor-
relate with object weight. Interestingly, our user scores
are largely independent of gripper orientation, despite the
higher risk of dropping the object in vertical robot gripper
orientation.
Acknowledgements This work was partially supported
by the European Commission in project Robot-Era under
contract FP7-288899, http://www.robot-era.eu
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WS Torque-Controlled Robots: IIT Walk-Man
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WS Manipulation: KIT humanoid pose taxonomy

https://arxiv.org/pdf/1503.06839v2.pdf
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IROS Videos selection

I my personal selection from 423 submitted videos
I grasping and manipulation
I sensing
I human-robot interaction
I fun

I full proceedings: on our server, and on IEEExplore
I /informatik2/tams/intern/proceedings/iros/2016/
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Gyeongbokgung palace at night
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