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INTRODUCTION - WHAT IS SLAM?

= Simultaneous Localization And Mapping
= Why do we need that?

» Construct map of unknown environment and keep track of the
agent’s location in it

= Possible applications

= Deep sea exploration
= Mine Exploration

= Search and Rescue
= Space exploration



INTRODUCTION - WHAT IS SLAM?

s 2 tasks:
= Mapping

s Localization



SLAM ALGORITHMS

= EKF SLAM
= Fast SLAM
» Graph SLAM

» RatSLAM

» Several more at openslam.org



THE SLAM PROBLEM

= Given

= Robot controls

= Uy ={uy, Uy, Uz, ... U}
= Observations

s 21 ={21, 20, Z3, ... Z1}

= Estimate

= Map of the environment
= m
= Path of Robot

» XT={XO’ X1, X2y ... XT}



THE SLAM PROBLEM - LANDMARKS

= Essential part SLAM
= Distinct points/parts in environment
= for e.g: Walls, tables, chairs

= Assumption: Position of landmarks don’t change.



THE SLAM PROBLEM - SENSOR/
APPARATUS

= Odometer
= Location

= Distance Sensors
= Sonar Sensor
= |nfrared Sensor

= Laser range finder



EKF SLAM

= First variants of SLAM
= Based on Kalman-Filter
= Aim: Estimate the robot’s position and locations of landmarks.
= State Representation - 3 Matrices
» Position Vector - ((3+2N) x1) Matrix
» Observation Vector - (2N x 1) Matrix

= Covariance Matrix - (3+2N) dimensions



EKF SLAM - CYCLE

= State Prediction

» Predicted measurement (expected to observe)
= Take real measurement

= Data association

= Update
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FAST SLAM

= Uses particle filter

= 1 particle -> 1 position

= Each landmark has its own EKF

= N Landmarks and M particles -> Mx(N +1) filters

Robot Pose Landmark | Landmark 2 Landmark N
Particle 1: x y 6 mi Zq Lo Zo ny Z N
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FAST SLAM - CYCLE

= For each particle:
= Sample new robot pose for each particle
= add sample to temporary set of particles
= Update observed landmark estimate
» Updated values added to temporary particle set
= each landmark is updated using the standard EKF update
= Resampling

= draw from temporary set of particles to form new particle set
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FAST SLAM

[3]
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COMPARISON

» EKF SLAM
= Covariance Matrix
« Updated every step
= EXpensive operation

= Complexity N2

s FastSLAM
= No State vector

= Linear Complexity
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COMPARISON

» EKF SLAM = FastSLAM
= Data Association = Data Association
= One for each = Each particle has own
landmark hypothesis to landmark

« HOWEVER! bad
sampling leads to loss
of “precise” data
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COMPARISON

= EKF SLAM
s Better for small areas

= WHY? - Landmark
correlations increase
prediction accuracy

The huge matrix does
have a significant role!!

» FastSLAM

» Better as we increase the
number of particles

= WHY? - More data to
sample from
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CARTOGRAPHER

= released in Oct 2016

= real time SLAM library
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CONCLUSION

= Slam algorithms are approximate solutions
= Still need improvement

= Other factors affecting solution: quality of sensors used
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