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 Imitation Learning is a basic robotic learning method

 Not all animals can imitate

 Open door for non-robotic-experts to do research on 
robotics

Motivation
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 “Imitation Learning is a means of learning and developing 
new skills from observing these skills performed by another 
agent.” [2]

 Other terms: Learning from Demonstration, Learning by 
Observation, etc.

 Demonstration

• Who involve? 

• What to demonstrate?

• How to demonstrate?

 Tele-operate

 Shadowing

Basics and Definition (1)
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 D: Demonstration

 �� : observed state

 �� : action

 π : policy 

Basics and Definition (2)

Nguyen, Thi Linh Chi Imitation Learning 5

Control policy derivation and execution [1]



 Three core approaches:

• Mapping Function

• System Model

• Plans

Approaches
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Approaches Learning Techniques

Mapping functions Classification Low Level Robot Actions

Basic High Level Actions

Complex High Level Action

Regression
(Mapping Functions 
Approximation)

At Run Time

Prior Run Time

Prior Execution Time

System Models Reward Based Learning Engineering Reward Functions

Learning Reward Functions

Plans Using Planner

Taxonomy
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 Directly map from state to action

 2 categories:

• Classification

• Regression

Mapping Function Approach (1)
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Mapping Function Approach (2)
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Classification Regression

Input Robot states

Categorized input values

Robot states

Non-categorized input values

Output Robot actions

Discreet value

Multiple demonstration set of Robot actions

Continuous

Application 3 level of actions:

- Low Level

- Basic high level

- Complex high level

Typically low level motions / behaviors

- Imitate prior run time

- Imitate at run time

- Imitate prior execution time



 Low-level actions: basic commands such as moving 
forward or turning

 Corridor Navigation Domain [4]:

Classification low level action example
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 Basic high level actions: motion primitives are composed or 
sequenced together

 Autonomous egg flipping [5]:

Classification high basic level action example
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 Complex level control actions: behaviors are developed 
prior to task learning

 Robots co-ordination to sort balls [6]:

Classification complex high level action 
example
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 Learning from demonstration through marble maze [7]:

Regression at Run Time example
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 Humanoid plays air hockey [7]:

Regression prior Run Time example
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 Learning Robot Soccer Skills from Demonstration [12]:

Regression prior Execution Time example
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 Imitate through a world dynamic model T and reward 
function R

System Model Approach
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 Engineered reward functions: Traffic Simulator [8]

System Model Approach Example
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Step of advice exchange between agentsGraphic interface of Traffic Simulator 



 Learned reward functions: Car Driving Simulator [9]

System Model Approach Example
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 Imitate through a state transition model T and set L of pre-
conditions and post-conditions of action A

Plans Approach
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 Robot with ball collection task [10]

Plans Approach Example (1)

Nguyen, Thi Linh Chi Imitation Learning 20



 Robot with ball collection task

Plans Approach Example (2)
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 In common:

• Advantages:

 An easy learning method for robots

 Rely on instructor experience and goodwill

• Disadvantages:

 Learning quality affected by teacher’s performance

 Hard to obtain correct demonstration if the task is complex

 Things that cannot be learned through imitation

 Why does Imitation Learning open spaces for non-
roboticists to participate?

 What is the best approaches?

Evaluation
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 Introduced Imitation learning method

 Introduced approaches 

 Examples in robotics

Summary
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Thank you for your attention.

Any question?

The End
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