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Motivation 

Application Domains : 

● Multi-robot coordination 
●  Space exploration rovers (Zilberstein et al., 2002)

●  Helicopter flights (Pynadath and Tambe, 02)

●  Navigation (Emery-Montemerlo et al., 05; Spaan and Melo 08)

● Sensor networks (e.g. target tracking from multiple viewpoints) (Nair et al., 05, Kumar and Zilberstein 09-AAMAS) 

● Multi-access broadcast channels (Ooi and Wornell, 1996)

      In all these problem multiple decision makers jointly control a process, but
      cannot share all of their information in every time step.
      
     



Models



Decentralized POMDPs

● Decentralized partially observable Markov decision process (DecPOMDP) 
also called multiagent team decision problem (MTDP).

● Extension of the single agent POMDP 

● Decentralized process with two agents
○ At each stage, each agent takes an action and receives: 

■ A local observation 
■ A joint immediate reward 

●  each agent receives an individual observation, but the reward 
generated by the environment is the same for all agents.

Schematic view of a decentralized process with 2 agents, a 
global reward function and private observation functions 
(courtesy of Christopher Amato)



The DEC-POMDP model
A Dec-POMDP can be defined with the tuple:                                                                   where 



Dec-POMDP solutions 

● A local policy for each agent is a mapping from its observation sequences to actions,  Ω*       A 
■  State is unknown, so beneficial to remember history

●  A joint policy is a local policy for each agent 

● Goal is to maximize expected cumulative reward over a finite or infinite horizon
○  For infinite-horizon cannot remember the full observation history 

 

○ In infinite case, a discount factor, γ, is used



Multi access broadcast channels

Multi-access broadcast channel
 (courtesy of Daniel Bernstein)

Multi-access broadcast channels (Ooi and Wornell, 1996)

Two agents are controlling a message channel on which only one message
 per time step can be sent, otherwise a collision occurs.

The agents have the same goal of maximizing the global throughput of the channel.

Every time step the agents have to decide whether to send a message or not.

At the end of a time step, every agent observes information about its own message buffer 
about a possible collision and about a possible successful message broadcast.

The challenge of this problem is that the observations of possible collisions are noisy
 and thus the agents can only build up potentially uncertain beliefs about the outcome of their actions.



2 agent grid world Navigation

Two agents have to meet as soon as possible on a 2D grid where 
obstacles are blocking some parts of the environment.

Every time step the agents make a noisy transition, that is, with some 
probability Pi, agent i arrives at the desired location and with probability    
1 − Pi the agent remains at the same location. 

Due to the uncertain transitions of the agents, the optimal solution is not 
easy to compute, as every agent’s strategy can only depend on some 
belief about the other agent’s location. 

An optimal solution for this problem is a sequence of moves for each 
agent such that the expected time taken to meet is as low as possible. 
(Goldman and Zilberstein, 2004)States : Grid cell pairs

Action : move Up, Down, Left, Right
Transitions: noisy
Observations: red lines 
Rewards: negative unless sharing the same 
square

Meeting under uncertainty on a grid (courtesy of Daniel Bernstein)



Relationships among the models

(Goldman and Zilberstein, 2004 )



Challenges in solving Dec-POMDPs  

● Agents must consider the choices of all others in addition to the state 
and action uncertainty present in POMDPs.

● This makes DEC-POMDPs much harder to solve (NEXP-complete).

● No common state estimate (centralized belief state) 
○ Each agent depends on the others 
○ This requires a belief over the possible policies of the other 

agents 
○ Can’t transform Dec-POMDPs into a continuous state MDP (how 

POMDPs are typically solved) 



General complexity results  

(Goldman and Zilberstein, 2004 )



Algorithms 



Algorithms 

● How do we produce a solution for these models? 
○ Joint Equilibrium Search for Policies (JESP)
○ Multiagent A*
○ Summary and comparison of algorithms



Joint Equilibrium Search for Policies (JESP)
(Nair et al., 03)

Instead of exhaustive search, find best response 

Algorithm: JESP (Nair et al., 2003 )
Start with (full) policy for each agent
    while not converged do 

for i=1 to n 
                            Fix other agent policies 

                Find a best response policy for agent i 



JESP summary (Nair et al., 03) 

● Find a locally optimal set of policies 
● Worst case complexity is the same as exhaustive search, but in practice is much faster 
● Can also incorporate dynamic programming to speed up finding best responses 

○ Fix policies of other agents 
○ Generate reachable belief states from initial state  
○ Build up policies from last step to first 
○ At each step, choose subtrees that maximize value at reachable belief states



Multiagent A* : A heuristic search algorithm 
for DEC-POMDPs  (Szer et al., 05)

MAA* : Top-down heuristic policy search
● The algorithm is based on the widely used A∗ algorithm
● performs best-first search in the space of possible joint 

policies.
● can build up policies for agents from the first step
● Use heuristic search over joint policies 
● Like brute force search, searches in the space of policy 

vectors
● But not all nodes at every level are fully expanded. Instead, 

a heuristic function is used to evaluate the leaf nodes of 
the search tree.

A section of the multi-agent A∗ search tree, showing a horizon 2 policy 
vector with one of its expanded horizon 3 child nodes (courtesy of 
Daniel Szer)



Multiagent A*

➢ Requires an admissible heuristic function. 
➢ A* -like search over partially specified joint policies:

Heuristic value for 

if                 is admissible (overestimation), so is          



summary and comparison of algorithms 

Algorithm : Joint equilibrium-based search for policies
Authors : Nair et al
Solution quality : Approximate 

Solution technique :       Computation of reachable belief states, dynamic programming,improving policy 
 of one agent while holding the others fixed

Advantages : Avoids unnecessary computation by only considering reachable belief states

Disadvantages : Suboptimal solutions: finds only local optima



summary and comparison of algorithms 

Algorithm : Multi-agent A*: heuristic search for DEC-POMDPs
Authors : Szer et al
Solution quality : Optimal 

Solution technique : Top-down A∗-search in the space of joint policies

Advantages : Can exploit an initial state, could use domain-specific knowledge for the 
heuristic function (when available)

Disadvantages : Cannot exploit specific DEC-POMDP structure, can at best solve problems with 
horizon 1 greater than problems that can be solved via brute force search 
(independent of heuristic)



StarCraft Project 



Starcraft 

● Starcraft released in 1998, is a military sci-fi 
real time strategy video game developed by 
blizzard entertainment.

● selling over 9.5 million copies worldwide. 
starcraft has become a very successful 
game for a over a decade and continues to 
receive support from blizzard.

● As a result of this popularity the modding 
community has spent countless hour 
reverse-engineering the starcraft code 
producing the BroodWar API (BWAPI)

● Student Starcraft AI competition : enabling 
modders to develop Custom AI bots for the 
game  

Approach :

The MDAP toolbox is a free c++ software toolbox.

The toolbox includes most algorithms like JESP and 
MAA* which will be used to test. 



Evaluation and Demonstration 

We can measure how well an algorithm performs base on two criterion:

1. How many members from the team survived
2. How many enemy combatants were eliminated  

Gameplay presentation  



Conclusion

What problems Dec-POMDPs are good for :

● Sequential (not “one shot” or greedy) 
● Cooperative (not single agent or competitive) 
● Decentralized (not centralized execution or free, instantaneous 

communication) 
● Decision-theoretic (probabilities and values) 



Resources 

● Dec-POMDP webpage 
○ Papers, talks, domains, code, results 
○ http://rbr.cs.umass.edu/~camato/decpomdp/ 

● Matthijs Spaan’s Dec-POMDP page 
○ Domains, code, results 
○ http://users.isr.ist.utl.pt/~mtjspaan/decpomdp/index_en.html 

● USC’s Distributed POMDP page 
○ Papers, some code and datasets 
○ http://teamcore.usc.edu/projects/dpomdp/
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