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Motivation

Understanding and generating humans’ natural 
language, it might be feasible in the future to 
address computers like humans.
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Natural Language Processing
● To analyze, understand and generate languages, that are used by 

humans.
● The structure of words (syntactic)

- Part Of Speech tagging (POS)

- Chunking

- Syntactic Parser (PSG)
● Semantic Information

- Named Entity Recognition (NER)

- Semantic Role Labeling (SRL)

- Word-sense Disambiguation
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Neural Network
● Biologically inspired statistical learning algorithms

Picture 1. based on [HAY94]
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Architecture
Single-Layer FeedForward Networks[1]            Multi-Layer FeedForward Networks[2]

Picture 2. based on [1]http://hubpages.com/technology/Artificial-Neural-Network

Picture 3. based on [2] http://www.codeproject.com/Articles/175777/Financial-predictor-via-neural-network
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Architecture
Recurrent Neural Network[3] Echo State Network[4]

Picture 4. based on [3] https://en.wikibooks.org/wiki/Artificial_Neural_Networks/Recurrent_Networks

Picture 5. based on [4] H. Jaeger (2007):Echo State Networks.Scholarpedia, 2(9):2330,2007.
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Neural Production Model for Scene Description Task

Picture 6. based on http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4018555/
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Stochastic Learning Grammar (SLG)

Picture 7. Based on [MAR15]
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Dialogic Syntactic Language Game

Picture 8. Based on [MAR15]
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Conclusion

● Natural Language Processing addresses 
computers to be like human in the future.

● Neural Network approaches are key concepts of 
Language Acquisition between Human-Robot 
Interaction

● SLG and ESN has a possibility to be integrated.
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