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Augmented Reality
What is Augmented Reality? 

What is the difference to Virtual Reality?
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Augmented Reality (AR)

Definition: Augmented reality is a system that 
enhances the real world by superimposing computer-
generated information on top of it. 

Borko Furht (Ed.), Encyclopedia of Multimedia, Springer 2008, p. 35
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Augmented Reality (AR)

Augmented Reality: 
- Combines real and virtual 
- Interactive in real time 
- Registered in 3D 

Ronald T. Azuma, A survey of augmented reality. In: Teleoperators and Virtual Environments 6, 
1997, pp-355-385
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Augmented Reality (AR)

Definition: Augmented reality is a medium  
in which digital information is overlaid on the physical 
world that is in both spatial and temporal registration 
with the physical world and that is interactive in real 
time. 

Aland B- Craig, Understanding Augmented Reality, Elsevier 2013, p. 20
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Virtual Continuum
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Typical usage of AR
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Next slide contains blood…
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AR in robot development, 
control and interaction
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Telerobotic Control Using Augmented Reality
Paul Milgram, Anu Rastogi, Julius J. Grodski*, 1995
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Real Time Visualization of Robot State with Mobile Virtual 
Reality

Peter Amstutz and Andrew H. Fagg, 2002

Amstutz & Fagg; Proceedings of the IEEE International Conference on Robotics and Automation (ICRA’02) 3

Figure 1: The virtual representation of the arm mir-
rors, in real time, the position of the real arm. The
visualization can be performed on any computer with
access to the network.

freely distributed to the various nodes of a network.
For example, the workstation that provides the user
interface and 3D rendering could be located right
next to the robot, across campus, or (as we have
done) a free-roaming wearable computer utilizing a
wireless LAN. This allows for the components of the
system to be located for the convenience of imple-
mentation. The particular software that ties these
components together that we have developed is the
Virtual Object System, a distributed object system
designed to support (among other things) multi-user
Virtual Reality (VR) applications.

3.1 Virtual Object System Goals

One of the most important aspects of the design of
a complex system is the ability to reduce the sys-
tem into appropriately-simple conceptual units. A
very well-known example is the Unix philosophy of
“everything is a file.” The fundamental abstrac-
tion of the system is sequences of bytes which al-
low read/write operations. Basic files and directo-
ries are rather static and uninteresting; however fifos,
devices, Unix domain sockets and /proc file system
found on Linux and other Unices are all examples
of ways in which file system objects can actually be
quite dynamic and interactive, while still being like a
normal file in various ways (read/write operations are
the same, permission bits and ownership apply, etc.)
Crucial to the success of this idea is the fact that
everything exists in a single structured hierarchical
name space: at the very least one can inspect or ma-
nipulate anything with simple command-line tools.
By comparison, conventional Remote Procedure Call
or Remote Method Invocation systems generally do
not impose this structure on the objects under their
control. On the other extreme, network files systems
obviously impose the file system organization on their

file objects, but generally lack the notion of sending
arbitrary messages to those objects. It is the desire
for this pervasive structure inspired by file systems
that constitutes one design goal for the Virtual Ob-
ject System (VOS).

This design goal is important because hierarchi-
cal structures are fundamental to modeling of three-
dimensional environments and the objects contained
therein. Recall the robot arm: the three-dimensional
position of the wrist in the absolute coordinate frame
is determined by the position of the joints that pre-
cede it in the kinematic chain. Since this computa-
tion is easily expressed by the composition of a series
of homogeneous transformations, we make this com-
putation implicit in the hierarchical structure of the
object name space.

A second design goal is relative simplicity and gen-
erality of the actual network protocol. This is mea-
sured in terms of human readability and ease of writ-
ing simple, dedicated-purpose scripts to manipulate
the objects. For comparison, HTTP passes this test
extremely well. To retrieve a URL, all one has to do
is send a “GET” method with the path in question
to the server, and the contents of that URL “object”
will be returned. Common Object Request Broker
Architecture (CORBA)[8] is a very commonly used
distributed architecture typically based on a binary
protocol that requires at the very least that one gen-
erate stubs from an Interface Design Language (IDL)
specification and link against an Object Request Bro-
ker (ORB). In contrast, our protocol, being XML-
based, should make this sort of rapid development
possible. Another XML protocol, XML-RPC [9], is
trivial in the extreme which makes rapid development
easy but doesn’t specify much beyond the most basic
message syntax. Simple Object Access Protocol[10],
also an XML-based protocol, does not have any sort
of implicit object structure either.

In the sections that follow, we illustrate the design
of our virtual object system in the context of real-
time visualization of the current configuration of the
UMass Torso.

3.2 Virtual Object System Design

The virtual object system is a distributed object sys-
tem which provides services for dispatching of mes-
sages between objects in a location-independent man-
ner. Messages express all communication between ob-
jects of the system. Unlike most other systems, how-
ever, the naming scheme imposes an explicit notion of
standard, hierarchical interconnections between ob-
jects. Specifically, a virtual object (henceforth re-
ferred to as a Vobject) is defined by the following
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Augmented Reality for Programming Industrial Robots
T. Pettersen, J. Pretlove, C. Skourup, T. Engedal and T. Løkstad, 2003

1. Track the pose of the HMD in relation to the reference
frame for accurate registration of the computer
generated graphics in relation to the real world

2. Determine the pose of the hand-held input device in
relation to the reference coordinate system

2.2. Hand-held input device

A hand-held input device, having a number of fiducials
attached to it, acts as the main tool for interaction between
the operator and the system. The operator places the input
device at a desired pose in relation to the target object to
be processed to specify points describing the desired robot
path and process-related events in a sequential manner.

2.3. Wearable computer

All active system components (camera, head-mounted
display (HMD), and input device) are directly connected to
a wearable computer running algorithms for detection of
fiducials, pose estimation, rendering of virtual graphics,
image registration, capturing of path waypoints and
process events, as well as generation of the robot program
code.

2.4. Program generation

To start the programming session, the operator places
an adequate number of fiducials onto or around the target
object.  Then, an automatic configuration procedure

calculates the positions of the fiducials [3]. Once
positions of the fiducials are calculated with sufficient
accuracy, the operator starts to teach waypoints and events
in a sequential fashion. During programming the operator
sees a graphical representation of the simulated paint
result visualized by virtual graphics overlaid on the real
target. Finally, the system generates the robot code to be
downloaded to the robot controller.

The programming results are visualized on the HMDs
worn by the operator and projected on a large-screen inside
the booth.

3. Conclusions

The use of Augmented Reality for robot programming
represents a revolutionary concept for industrial
applications such as robot programming. This novel robot
programming method using augmented reality to visualize
the paint result while making a new robot program has
proved to be at least five times faster than traditional robot
programming methods. Additionally, the operators report
that they find the process of programming robots much
easier and intuitive.

The submitted video clip illustrates the use of
augmented reality for robot programming implemented in
ARToolKit. The technical demonstration to be given at
the ISMAR conference is not based on ARToolKit but
implemented from scratch with other tracking and pose
estimation algorithms.

4. References

[1] C.P. Lu, G.D. Hager, and E. Mjolsness, “Fast and
Globally Convergent Pose Estimation from Video Images”,
IEEE Transaction on Pattern Analysis and Machine
Intelligence, 22(6), June 2000, pp. 610-622.
[2] L. Naimark, E. Foxlin, “Circular Data Matrix Fiducial
System and Robust Image Processing for a Wearable Vision-
Inertial Self-Tracker”, Proceedings of ISMAR 2002,
September 2002.
[3] U. Neuman, J. Park, “Extendible Object-Centric Tracking
for Augmented Reality”, Proceeding of Virtual Reality Annual
International Symposium 1998, March 1998, pp. 148 – 155.

Figure 1. System configuration
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Using mixed reality agents as social interfaces for robots
Dragone, Mauro; Holz, Thomas; O'Hare, 2007

 

 
 

moves toward it, grabs it and brings it back to the user. The 

avatar’s gaze is fixed on the ball until the robot grabs it suc-

cessfully. Then the avatar cheers before it gazes at the user 

while the robot brings the ball towards him (see Fig. 2e-g). 

Explore: The agent wanders around, exploring its space. 

Upon meeting an obstacle, it moves off in a random direction.  

Stop: The robot ceases any movement and all prior com-

mands are cancelled. 

Turn left/right: The avatar turns its head 90° to its 

left/right before the robot body follows. 

The avatar also reacted to user utterances with a nod for 

understanding and a shrug for not understanding. It also sa-

luted when given an instruction (see Fig. 2c and 2d).  To the 

control group, only the robot actions were visible, of course.  

Because voice recognition is inherently difficult without 

training the system for a particular voice, we wanted to limit 

distorted results as a consequence of incorrect voice recog-

nition. We, therefore, adopted a Wizard-of-Oz approach, 

whereby an experimenter remotely controlled the robot via a 

keyboard according to the user’s commands.  

B. Participants & Procedure 

We recruited an equal number of male and female par-

ticipants, 20 in total and aged 18-42. All participants were 

from an academic background (i.e. student, PhD student, 

post-doc, or lecturer), mainly from within the School of 

Computer Science & Informatics.  About half the participants 

indicated that they had used a VR system more than once 

before undertaking the experiment. 

The robot was located in a confined 3m square, with a 

table separating it from the user. An orange ball was placed at 

the far end of the area.  

Subjects entered the room and were first introduced to the 

mixed reality agent as seen through the HMD or to just the 

robot.  For the control group no HMD was used. Participants 

were then asked to write down their expectations of the 

agent’s capabilities and interaction modes as well as what 

specific voice commands or gestures, if any, they thought 

could be used.  

After this pre-experiment questionnaire they were briefed 

on the actual set of voice commands. A short interaction pe-

riod with the agent followed in which we asked the partici-

pants to try all voice commands in any order they liked and 

observe the agent’s behaviour. These observations were 

gathered in an open-ended fashion after the interaction. 

While users could freely move their head, they were re-

quested to sit for the duration of the trial. Given the limita-

tions of our current implementation, this setup guarantees a 

high degree of repeatability and reliability and is instrumental 

in demonstrating the system and assessing user expectations, 

despite being clearly limited in interaction capabilities of-

fered to the user 

VI. RESULTS 

Experimental findings demonstrated the reliability of our 

system, as it always successfully tracked the user’s position 

and never crashed throughout the duration of the trials. Re-

sults indicate that AR assists effective user interaction as 

every subject observed that the avatar was looking at them 

when requested to do so. 

In general, people ascribed more capabilities to the mixed 

reality agent (see Table 1). While some referred specifically 

to the avatar’s abilities (e.g. references to the avatar’s head 

and arms), they also expected the agent to be able to tell them 

about itself, its capabilities and its environment. No partici-

pant in the control group reported anything similar. Partici-

pants in the MiRA group also ascribed more playful capa-

bilities/attributes to the agent, expecting it to be able to play 

some other kind of game besides playing with the ball.  

Other comments seem to confirm that the humanoid avatar 

creates a mismatch between user's expectation and effective 

robot's capabilities. For example, some users lamented that 

the robot was not fetching the ball while it was actively 

searching for it. The fact is that those users thought the robot 

should have been able to see the ball in situations in which the 

ball was out of the visual range of the on-board camera. For 

this reason we plan to try different avatars in future trials and 

also to employ a wide angle camera with pan-and-tilt func-

tionalities on-board the robot. 

While these heightened expectations might seem an ob-

vious result, they bring with it important implications which 

ought to be factored into the development of mixed reality 

agents. The virtual form should match the capabilities of the 

agent as a whole. Otherwise, results might be skewed by 

people’s disappointed expectations. 

Voice was the predominant mode of interaction in all 

groups. Surprisingly, only 40% in each group made reference 

to this. Gestures of the head were mentioned by four subjects 

in the MiRA group, probably due to the existence of the 

(a) (b) (c) (d) (e) (f) (g) 

Fig. 1. (a) Saluting the user (b) Listening and waiting for instructions (c) User’s utterance not understood (d) Instruction acknowledged (e) Found ball, 
pointing at it (f) Looking at the ball while grabbing it (g) Celebrating a successful grabbing manoeuvre. 
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table separating it from the user. An orange ball was placed at 

the far end of the area.  

Subjects entered the room and were first introduced to the 

mixed reality agent as seen through the HMD or to just the 

robot.  For the control group no HMD was used. Participants 

were then asked to write down their expectations of the 

agent’s capabilities and interaction modes as well as what 

specific voice commands or gestures, if any, they thought 

could be used.  

After this pre-experiment questionnaire they were briefed 

on the actual set of voice commands. A short interaction pe-

riod with the agent followed in which we asked the partici-

pants to try all voice commands in any order they liked and 

observe the agent’s behaviour. These observations were 

gathered in an open-ended fashion after the interaction. 

While users could freely move their head, they were re-

quested to sit for the duration of the trial. Given the limita-

tions of our current implementation, this setup guarantees a 

high degree of repeatability and reliability and is instrumental 

in demonstrating the system and assessing user expectations, 

despite being clearly limited in interaction capabilities of-

fered to the user 

VI. RESULTS 

Experimental findings demonstrated the reliability of our 

system, as it always successfully tracked the user’s position 

and never crashed throughout the duration of the trials. Re-

sults indicate that AR assists effective user interaction as 

every subject observed that the avatar was looking at them 

when requested to do so. 

In general, people ascribed more capabilities to the mixed 

reality agent (see Table 1). While some referred specifically 

to the avatar’s abilities (e.g. references to the avatar’s head 

and arms), they also expected the agent to be able to tell them 

about itself, its capabilities and its environment. No partici-

pant in the control group reported anything similar. Partici-

pants in the MiRA group also ascribed more playful capa-

bilities/attributes to the agent, expecting it to be able to play 

some other kind of game besides playing with the ball.  

Other comments seem to confirm that the humanoid avatar 

creates a mismatch between user's expectation and effective 

robot's capabilities. For example, some users lamented that 

the robot was not fetching the ball while it was actively 

searching for it. The fact is that those users thought the robot 

should have been able to see the ball in situations in which the 

ball was out of the visual range of the on-board camera. For 

this reason we plan to try different avatars in future trials and 

also to employ a wide angle camera with pan-and-tilt func-

tionalities on-board the robot. 

While these heightened expectations might seem an ob-

vious result, they bring with it important implications which 

ought to be factored into the development of mixed reality 

agents. The virtual form should match the capabilities of the 

agent as a whole. Otherwise, results might be skewed by 

people’s disappointed expectations. 

Voice was the predominant mode of interaction in all 

groups. Surprisingly, only 40% in each group made reference 

to this. Gestures of the head were mentioned by four subjects 

in the MiRA group, probably due to the existence of the 
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Introduction

• Robots are more 
complex 

• Testing in Labs 

• Field tests 

• AR simulates real-
world problems
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Fig. 2. On the left top the ROS message specifying an instance of an artefact.
On the left, bottom, a Poisson Mixture of 5 components with parameters vector
(15, 7, 3, 21, 5)⊤. On the right the artefact structure schema.

warpable so that the bounding box is fixed for its life-cycle. This representation
allows the AR-builder server to manage the collisions between the artefacts pop-
ulating the real environment. Within the framework, an artefact is implemented
by a ROS message, see Fig. 2, top-left panel.

In this subsection we introduce the simulation model regulating the spatio-
temporal behavior of the artefacts populating the real environment. Namely we
introduce both how properties are sampled in Q and the arrival and leaving time
of the artefacts. This model is based on a marked Poisson process [26–28], whose
marks correspond to an identifier selecting a tuple from a matrix Q ∈ Q and
the artefact life-cycle. A marked Poisson process is a Poisson Process which has
each point labeled with a mark. These marks are used to connect the artefact
properties with its specific life-time cycle. Indeed, the model estimates the arrival
and exit time of the artefacts as well as the labels governing the choice of the
artefact properties.

Let the variableX, selecting a tuple Q in the space Q, be a stochastic variable
sampled from a mixture of n Poisson distributions, with n the number of object
classes, namely:

Pr(X = k|λ1, . . . ,λn) =
n∑

i=1

πi
λk
i

k!
exp(−λi) (1)

Here
∑

i πi = 1, λi, i = 1, . . . , n are the Poisson distribution parameters for
each mixture component. Note that since n is given a priori from the classes of
buildable objects (e.g. cars, pallets, girls, boys,..) parameters estimation is set
by the EM [29]. The choice of the tuples is specified upon arrival of a group of
artefacts. This is detailed below.

Let M2D ⊆ R2 be the occupancy grid designating the flat structure of a
generic environment taken as base of the representation (e.g. the courtyard of
the department, a set of corridors). The arrival time ta of artefact a, in M2D

can be assigned according to a Poisson process. Here arrival time t ∈ [0, T ] has
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Artificial Objects

• Behavior 

• Stochastic model 

• Probability of 
existence 

• Collision avoidance
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Fig. 2. On the left top the ROS message specifying an instance of an artefact.
On the left, bottom, a Poisson Mixture of 5 components with parameters vector
(15, 7, 3, 21, 5)⊤. On the right the artefact structure schema.

warpable so that the bounding box is fixed for its life-cycle. This representation
allows the AR-builder server to manage the collisions between the artefacts pop-
ulating the real environment. Within the framework, an artefact is implemented
by a ROS message, see Fig. 2, top-left panel.

In this subsection we introduce the simulation model regulating the spatio-
temporal behavior of the artefacts populating the real environment. Namely we
introduce both how properties are sampled in Q and the arrival and leaving time
of the artefacts. This model is based on a marked Poisson process [26–28], whose
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each point labeled with a mark. These marks are used to connect the artefact
properties with its specific life-time cycle. Indeed, the model estimates the arrival
and exit time of the artefacts as well as the labels governing the choice of the
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each mixture component. Note that since n is given a priori from the classes of
buildable objects (e.g. cars, pallets, girls, boys,..) parameters estimation is set
by the EM [29]. The choice of the tuples is specified upon arrival of a group of
artefacts. This is detailed below.

Let M2D ⊆ R2 be the occupancy grid designating the flat structure of a
generic environment taken as base of the representation (e.g. the courtyard of
the department, a set of corridors). The arrival time ta of artefact a, in M2D

can be assigned according to a Poisson process. Here arrival time t ∈ [0, T ] has

Robots, Cars, People, Pallets, other barricades
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Real World representation

• 2D occupancy grid map 

• Octree-based 3D map
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• High-Level planer 
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Putting all together480 M. Gianni et al.

Fig. 8. Some snapshots of the experiment in progress, showing the augmented reality
view (in ROS rviz), where is visible the 2D augmented costmap (black cells) with the
inflated regions in green. The thick line in red is the path being executed by the path
planner (Color figure online).

Here nfree and nA denote respectively the number of free cells of the 2D occu-
pancy grid M2D of the mapped area and the number of the cells occupied by the
set A of artefacts within the environment. The robot is instructed with the task
to reach multiple goal locations. The path-planner computes the initial path to
reach each goal and it replans a path from the robot current position to the cur-
rent goal pose, whenever an artefact arrives into M2D, so as to find a collision
free path, if one exists. Upon the receipt of the safe path, the execution compo-
nent must be able to move the robot to effectively reach the current goal. In this
experiment, the overall time needed to accomplish the task is measured together
with the percentage rate of the reached goal locations. Figure 7(b) reports the
performance of the robot in the navigation task with respect to different values
of the space complexity of the environment (Fig. 8).

5 Conclusions

We propose a framework to augment the robot real world that advances the
state of the art, as it introduces, together with the augmented environment,
also the robot perceptual model of the augmented environment and the possi-
bility of tuning the degree of confidence and uncertainty of the robot on what
it is presented in the augmented scene. Besides being a compelling environment
for robot programming, AR offers several tools for content authoring as well.
Authoring AR tools can be classified according to their characteristics of pro-
gramming and content design, in low and high level, considering the concepts
abstraction and interfaces complexity incorporated in the tool. Programming
tools are based on basic or advanced libraries involving computer vision, regis-
tration, three-dimensional rendering, sounds, input/output and other functions.
ARTToolKit [37], MR [38], MX [39] and FLARToolKit are examples of low level
programming tools. We presented the ARE framework together with a prac-
tical application of its use for robot parameter tuning. The experiments have
shown how increasing complexity can affect planning and replanning abilities,
and therefore that ARE is a promising experimental tool.
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4 Experimental Results

In this section we illustrate the applicability of ARE to robot development and
evaluation. The robotic platform is an UGV (see Fig. 5); two bogies on the sides
are linked to a central body containing the electronics. Each bogie is made of a
central track for locomotion and two active flippers on both ends to extend the
climbing capabilities. A breakable passive differential system allows the rotation
of the bogies around the body. Three sensors are installed on the platform; a
rotating 2D laser scanner to acquire a 3D point cloud of the environment, an
omni-directional camera for object detection and localization with a 360◦ field
of view and an IMU/GPS for 3D localization.

A set of perception capabilities are embodied into the robot. The robot is
provided with a real-time 2D and 3D ICP-based simultaneous localization and
mapping (SLAM) system [33]. The robot is endowed with a path planning algo-
rithm which generates short trajectories, enabling the robot to move within the
environment, preventing the collision with the dynamic obstacles [34]. Finally a
high level planner takes care of a mixed initiative control shared with the rescue
operator [35,36].

We embedded the AR-based simulation framework into a ROS package.
We deployed the robotic platform in a wide outdoor area, and set up two
experiments, where ARE has been used to populate the real surroundings with
artefacts.

In the first experiment, we wanted to check the robot ability to replan the
path towards a goal location, as the frequency of the arrivals of the artefacts
into the environment changes. Different parameter settings of the path-planner
have also been settled, further affecting the robot behavior into the navigation
task (see Fig. 6).

During the experiment the path-planner component computes a new path
each time the scene is updated. To measure the robot ability to replan the
following time ratio is introduced

ρ =
ρt

ρt +Gt
(3)

Fig. 5. The robotic platform at work



Experiments

Experiment 1: Replaning path towards goal with moving objects. 

Ability to replan:
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Robot platform in a wide outdoor area. ARE used to populate this 
area with artifacts.

pt 
pt + Gt

p =

pt = Time needed to replan 
Gt = Esitmated time to reach 
goal
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Fig. 6. Parameter names and range (note: x-scale is logarithmic)

Fig. 7. (a) The graph illustrates on the Y-axis the value of Eq. 3, against scene update
frequency. This shows how the parameter settings of the path-planner affect, in terms of
time, the ability of the robot to replan the path towards the goal location. (b) Here the
graph illustrates the number of goal that can be achieved with increasing mission time,
and given an increasing spatial complexity, with thresholds indicating the parameters
limits. Mission time is specified in minutes, spatial complexity is an index, as indicated
in Eq. (4).

Here ρt and gt denote, respectively, the time needed to the path-planner to replan
the path, and the estimated time to reach the goal location. Figure 7(a) shows
how the time frequency at which the scenario is updated, with the arrivals of
new artefacts, affects the replanning time, under different parameter settings of
the path-planner, hence it affects the robot short-term navigation capabilities.

In the second experiment we tested the long-term capability of the robot to
navigate the cluttered environment in order to reach several goal locations. In
this experiment the space complexity of the environment, as well as the parame-
ters of the path-planner related to the goal bias, have been taken into account.
To measure the space complexity of the environment the following space ratio
has been introduced:

ν =
nA

nfree
(4)



Experiments
Experiment 2: Long-term capability in cluttered environment. 
Robot should reach multiple goal locations. 

Space complexity:
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nfree

v =
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nfree = number of the cells 
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Fig. 7. (a) The graph illustrates on the Y-axis the value of Eq. 3, against scene update
frequency. This shows how the parameter settings of the path-planner affect, in terms of
time, the ability of the robot to replan the path towards the goal location. (b) Here the
graph illustrates the number of goal that can be achieved with increasing mission time,
and given an increasing spatial complexity, with thresholds indicating the parameters
limits. Mission time is specified in minutes, spatial complexity is an index, as indicated
in Eq. (4).

Here ρt and gt denote, respectively, the time needed to the path-planner to replan
the path, and the estimated time to reach the goal location. Figure 7(a) shows
how the time frequency at which the scenario is updated, with the arrivals of
new artefacts, affects the replanning time, under different parameter settings of
the path-planner, hence it affects the robot short-term navigation capabilities.

In the second experiment we tested the long-term capability of the robot to
navigate the cluttered environment in order to reach several goal locations. In
this experiment the space complexity of the environment, as well as the parame-
ters of the path-planner related to the goal bias, have been taken into account.
To measure the space complexity of the environment the following space ratio
has been introduced:

ν =
nA

nfree
(4)
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Conclusion
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• ARE not for low-level programming (basic functions or 
actions, e.g. painting gun robot) 

• ARE for parameter tuning of robots 

• E.g. experiments have shown how increasing 
complexity can affect robot abilities. 

• Measuring the limits of a robot 

➡ ARE is a promising experimental tool



Questions?
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Discussion
Can this experiment give trustworthy results? 

What do you think are limits? 
For which robots does it make sense, for which not?
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4 Experimental Results

In this section we illustrate the applicability of ARE to robot development and
evaluation. The robotic platform is an UGV (see Fig. 5); two bogies on the sides
are linked to a central body containing the electronics. Each bogie is made of a
central track for locomotion and two active flippers on both ends to extend the
climbing capabilities. A breakable passive differential system allows the rotation
of the bogies around the body. Three sensors are installed on the platform; a
rotating 2D laser scanner to acquire a 3D point cloud of the environment, an
omni-directional camera for object detection and localization with a 360◦ field
of view and an IMU/GPS for 3D localization.

A set of perception capabilities are embodied into the robot. The robot is
provided with a real-time 2D and 3D ICP-based simultaneous localization and
mapping (SLAM) system [33]. The robot is endowed with a path planning algo-
rithm which generates short trajectories, enabling the robot to move within the
environment, preventing the collision with the dynamic obstacles [34]. Finally a
high level planner takes care of a mixed initiative control shared with the rescue
operator [35,36].

We embedded the AR-based simulation framework into a ROS package.
We deployed the robotic platform in a wide outdoor area, and set up two
experiments, where ARE has been used to populate the real surroundings with
artefacts.

In the first experiment, we wanted to check the robot ability to replan the
path towards a goal location, as the frequency of the arrivals of the artefacts
into the environment changes. Different parameter settings of the path-planner
have also been settled, further affecting the robot behavior into the navigation
task (see Fig. 6).

During the experiment the path-planner component computes a new path
each time the scene is updated. To measure the robot ability to replan the
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Fig. 5. The robotic platform at work
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