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Swarm Intelligence (Sl)

= SJis the collective behavior of decentralized, self-

organized SyStems. (by Gerardo Beni and Jing Wang in 1989, in the
context of cellular robotic systems.)

= Rules:
= Following simple local rules by each agent
= Decentralized behavior of each agent

= Local interaction of agents with each other the
environment (which cause complex behavior)
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Samples

= Ant Colony Optimization

= Artificial Bee Colony Algorithm
= Artificial Immune Systems

= River Formation Dynamics

= Particle Swarm Optimization

= Charged System Search
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Ant's Behavior
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Multi-modal Function

_q 20 Shekel function

V. s

[http://en.wikipedia.org/wiki/Shekel_function]
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Charged System Search (CSS)

= Optimization algorithm based on some
principles from physics and mechanics

= Coulomb law from electrostatics and the
Newtonian laws of mechanics
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Charged System

P ~ Radius of influence=a

N L Tne

[A. Kaveh - S. Talatahari, A novel heuristic optimization method: charged system search, Springer-Verlag 2010]
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CSS Parameters (I)

= Charged Particles (CPs)

(0) ,
x.-!',j = Xj,min T rand - (x.{',max — xf,min), 1 =1,2,...,n, (1)
(o) _ .
v, =0, i=12,....n )

- Magnitude of Charge (q(i))

fit(i) — fitworst
 fitbest — fitworst’

qi i =1,2,..., N, (3)
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CSS Parameters (Il)

= Distance Between CPs

. |Xi — X
X+ X5)/2 = Xpest || + €

= Attraction Probability

1 fit() > fie@d),
Pij = LO else.

= Extended Attraction Probabillity

I fit(i)—fitbest
pij = fit(j)-fitq)
0 else.

> rand V fit(j) > fit(i),
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Force Calculation

= Coulomb's Law:

j: 1?27"'EN?
qi . qi . . )
Fj:qu a%rij‘ll+%‘12 pij(Xi_Xj), 11:1,:2:0<:>r,;j<a, (7)

. . Y
LiF] Y i1 =0,i2

1@?‘”2&,
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Velocity and Position

= Update Position

F.

X new = rand;q - kg - m—f At 4randjs - ky - Vjold - Af + X old. (8)
J

ky = 0.5(1 — iter /itermax), ka = 0.5(1 + iter /itermax), (9)

= Update Velocity

Xj,new — Xj,old

Vj,new — At

(10)
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CSS Parameters (lll)

= Charged Memory

= The best particles for influencing other ones
= Controls Exploitation

= Termination Criterion

= After n steps (performance representation)
= Reaching a threshold
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CSS Algorithm

Initialization

Initialize specification of optimization

Find the values of the

Generate the initial

problem  and algorithm parameters, abjective function for charged memory
initialize the initial position of charged | 5| the CPs, compare with > fsome of the besr
particles with random positions and their each other and sort in solfution vectors]
associated velocities. the increasing order. (as many as CMS).
B R P ST
Step 1 8 Step 2 Step 3

Derermine the probability of

»| moving and the attracting

Y

Sorce vector for each CP.

Dertermine the new positions
and velocities of the CPs.

¥

If a CP swerves the side
limits, correct ifs position

using HS-based algorithm.

the CM and exclude rthe

worst ones from the CM.

new CPs bertter than

the stored ones in

Step 5 Step 4 &
Include the betier vectors in Evaluate the abjecrive

SJuncrion and rank the CPs

according to their guality.

Termination

criterion ?
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Improved CSS

How to Improve CSS ?
= Repulsive Force

= Artificial Bee Colony

= Bayesian Charged System Search
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Artificial Bee Colony (ABC)

= Each Employed Bee (EB), tries to improve Its
position

= The movement is performed only in one
dimension:

0, =6, +rand x(6, - 6,)

= Reform a new set of EB's with roulette wheel
selection mechanism
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Bayesian Optimization Algorithm
(BOA)

1) Lett=0

2) Randomly generate Initial population P(0) of size n

3) Evaluate the population

4) Select a set of promising solutions from P(t) with a selection method
5) Learn a Bayesian network B using the selected individuals

6) Generate a new population O(t) according to the joint distribution encoded
by B

/) Evaluate the solutions in O(t)

8) Create a new population P(t + 1) by replacing all or some individuals from
P(t) with O(t)

9) Lett=t+1
10) If the termination criteria are not met, go to (4)
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Experiments (I)
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Experiments (Il)
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Conclusion

= Swarm Intelligence

= Sl can be efficient way for dealing with Multi-
modal and Stochastic functions

= Charged Systems Search

= CSS can be extended in Exploration by
applying ABC

= BOA Is useful for increase the Exploitation In
CSS
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Thanks for your attention!
Questions ?
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